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Abstract

Cross-modal learning has gained a lot of interest re-
cently, and many applications of it, such as image-text re-
trieval, cross-modal video search, or video captioning have
been proposed. In this work, we deal with the cross-modal
video retrieval problem. The state-of-the-art approaches
are based on deep network architectures, and rely on min-
ing hard-negative samples during training to optimize the
selection of the network’s parameters. Starting from a
state-of-the-art cross-modal architecture that uses the im-
proved marginal ranking loss function, we propose a simple
strategy for hard-negative mining to identify which training
samples are hard-negatives and which, although presently
treated as hard-negatives, are likely not negative samples at
all and shouldn’t be treated as such. Additionally, to take
full advantage of network models trained using different de-
sign choices for hard-negative mining, we examine model
combination strategies, and we design a hybrid one effec-
tively combining large numbers of trained models.

1. Introduction

Ad-hoc video retrieval, a special case of cross-modal
video search, is a very challenging and important task. The
goal of the task is to retrieve unlabeled video shots using
only textual queries. The above scenario is directly related
to a real-world video retrieval system. Users need to search
for videos without prior knowledge of the available videos,
without video exemplars, and without elaborate procedures
for formulating their textual queries.

During the last few years, many methods have been pro-
posed for the ad-hoc video retrieval task, mainly inspired
by the directly-related TRECVID task [1]. In contrast to
early solutions to this problem, which relied on pre-trained
concept detectors, the majority of the recent methods aim to
learn new representations for both video and text in a com-
mon feature space. They target designing powerful initial

and middle-level representations for both the video and tex-
tual streams to learn the final common feature space. More-
over, recent studies show that combining the results of mul-
tiple architectures and trained models leads to improved re-
sults and more stable performance.

Inspired by the triplet loss function that is used for im-
age retrieval [17], a common way [7] [5] [16] to train a
cross-modal learning system is to emphasize on the hard-
est negative samples. A hard-negative is a negative sample,
but at the same time, is located near to the anchor sample
(i.e. the positive sample) in the feature space. Using such
losses, the performance of cross-modal systems gains sig-
nificant improvement [7]. Hard-negatives could be mined
either offline, i.e., to compute the embeddings of all pos-
sible samples before the start of training, or online at the
training stage [17], which is the most effective way. For
a given anchor, the corresponding hard-negative sample is
computed based on their distance in every batch.

Based on a state-of-the-art cross-modal video retrieval
method, we design a method for improved hard-negative
mining. We focus on extracting actual hard-negative sam-
ples by identifying the candidate hard-negatives that are
nevertheless semantically closeby to the anchor, thus should
not be treated as negatives at all. Adding this new procedure
to the overall method, and varying a simple parameter that
controls how “semantically closeby” to the anchor a hard-
negative is allowed to be, we end up with a multitude of
trained models. These models should be combined in an
efficient way to boost further the performance of our sys-
tem. For this, we examine different strategies on how we
can effectively combine multiple trained models to improve
performance.

The contribution of this paper is twofold. Firstly, a
method for hard-negative mining is introduced, evaluated,
and compared with the baseline improved marginal ranking
loss [7]. Secondly, we introduce a strategy for effectively
combining multiple trained modes.
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Figure 1. Given as anchor the video-caption sample A, which one of B, C should be used as a hard-negative sample during training? B,
which is the nearest sample to A, but in fact would be a good match to a query based on the caption of A? Or C, which is a bit more distant
from A in the feature space that is being learned, but is a true negative sample?

2. Related work

Early approaches [13] [14] to cross-modal retrieval re-
lied on representing different modalities, e.g., video, text,
or audio, into a predefined set of concepts. Contrarily, most
of the recently-proposed works focus on learning jointly
visual- and textual-embedding spaces. In [10] a combi-
nation of three different textual encodings leads to better
overall textual encoding, and in combination with power-
ful video features lead to efficient video-text matching. [5]
and [8] utilize two similar branches of multilevel encodings,
both for the video and textual streams. In [18] multiple and
diverse representations by combining global and local fea-
tures using multi-head attention are used to deal with the
polysemous instances in the video-text retrieval problem.

More recent approaches also try to combine multiple ar-
chitectures for video-text retrieval for improved embedding
space learning. A hierarchical graph-based method is uti-
lized in [3] to decompose video-text matching into global-
to-local levels. In contrast, [11] proposed a model, which
combines multiple simple encoders, pre-trained and fixed,
in order to create multiple embedding spaces and to com-
bine them using multi-loss learning. Similarly, in [6] a hy-
brid space learning that effectively combines a latent space
with a concept space is proposed.

For the majority [3] [6] [5] of video-text matching and
retrieval methods when it comes to the learning procedure,
the triplet ranking loss [9] and its improved versions [7] are
extensively used. A modified version of the pairwise rank-
ing loss is proposed in [16], and a weighed ranking loss
emphasizing on the hard-negatives is designed. The major-
ity of the methods focus on semi-hard negatives, e.g., the
negatives inside a mini-batch, instead of mining the hard-
negatives in the entire training dataset. Inspired by these
works, we focus on finding the real hard-negatives inside a
mini-batch to discard potentially positive samples from be-
ing treated as hard-negatives.

3. Baseline method
As a starting point of this work, we utilize the attention-

based dual encoding network presented in [8]. This network
is trained to transform an input video-caption sample (v, c)
into a new joint embedding space φ(·). The network con-
sists of two similar sub-networks, one for the video stream
and one for the textual one. Each sub-network consists of
multiple levels of encoding, i.e. using mean-pooling, bi-
GRU, and CNN, layers. Following the state-of-the-art ap-
proach [5] [7] [8], the improved marginal ranking loss [7] is
used to train the entire network.

Following [8], where the combination of multiple mod-
els is shown to lead to improved performance, we train 24
different models by modifying the following parameters:
two positions in the architecture are considered for insert-
ing the attention mechanism (textual or visual stream) ×
two textual encodings are used (BERT, W2V+BERT) ×
two optimizers (Adam, RMSprop) × three learning rates
(1 ∗ 10−4, 5 ∗ 10−5, 1 ∗ 10−5). The resulting 24 models
are combined in a late fusion scheme (i.e, averaging a given
sample’s ranking in the 24 resulting ranking lists).

4. Hard-negative mining
The improved marginal ranking loss introduced in [7]

and extensively used in video retrieval approaches, among
others in [8] and [5], emphasizes on the hard-negative sam-
ples in order to learn to maximize the similarity between
textual and video embeddings. Given a video-caption sam-
ple (v, c), the improved marginal loss is defined as follows:

L(v, c) = max(0, S(v′, c)− S(v, c))
+max(0, S(v, c′)− S(v, c)) (1)

where S(v, c) is the similarity between two items, v′ and
c′ are the hardest negatives of c and v respectively. How-
ever, when it comes to unlabeled data, such as video-caption
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samples, it is difficult to find hard-negative samples since
no labels or classes exist in order to identify samples from
the same or other classes. At the training stage, and in ev-
ery batch during the network’s training, for a given anchor
sample (v, c), all other samples in the same batch are con-
sidered negatives. The most common approach to mine the
hardest negative is by selecting the sample nearest to the an-
chor (i.e., the most similar sample in the embedding space
[17]). But is this sample actually a hard-negative? This is
the question we try to answer. We will examine if a selected
sample is actually a hard-negative or a positive one.

An illustration of the above problem is shown in 1. Con-
sidering as anchor the video-caption sampleAwith the cap-
tion “a fast car is racing around a track”, the closest sample
B, i.e., with the highest similarity score, has the caption “a
fast car is racing down a track” and the second closest sam-
ple C is captioned as “fast cars are shown off at a show”.
Following the common hard-negative mining procedure, B
would be selected as hard-negative, but obviously it is a pos-
itive sample. On the other hand, C, the second nearest to A
sample, is similar to A but, clearly is a negative sample and
should be selected as hard-negative instead of B.

For this reason, we designed a strategy to exclude
potentially-positive samples. First, we randomly split the
training dataset into batches, similarly to the standard train-
ing procedure. In each batch we compute the cosine simi-
larity score Sbert

i,j , based on the initial BERT [4] representa-
tions of captions, between all possible captions (ci, cj) in-
side the batch. By collecting all these scores, we can com-
pute a threshold value p for which x% of the Sbert

i,j simi-
larities are higher than p. At the training stage, for an an-
chor (vi, ci), every sample (vj , cj) (within the batch) with
Sbert
i,j > p is excluded from the negatives, while every other

sample is labeled as negative. Finally, as hard-negative, the
negative sample with the highest Sbert

i,j is selected.

5. Fusion strategies
As discussed in Section 3, the combination of multi-

ple models is known to boost the performance. Using the
dual encoding network of [8], we end up with 24 trained
models. Moreover, using the proposed strategy for hard-
negative mining and by varying parameter x, the number
of models can be quickly increased. An efficient way to
combine all these models is needed to achieve the optimal
result. In this section, we discuss the strategies we designed
to combine all these models in order to finally retrieve the
most related videos for a given textual query.

Every trained model q, for a given query que, results
in a ranking list of the n most relevant videos, Rq

que =
{v1, v2, . . . , vn}. We study the combination of multiple
ranking lists in order to find the best-performing strategy
when a plethora of ranking lists is used. Three different
strategies are examined.

• AVG: For every video, its rankings in all Rq
que, q =

1, . . . , Q are averaged to calculate its final ranking:
rankAvg

v = 1
Q

∑Q
q=1 rank

q
v , where Q is the number

of the ranking lists, rankqv is the video ranking in the
ranking list Rq

que. This is the approach of [8].

• MAX: The final video ranking is calculated as the max-
imum ranking across all ranking lists Q. rankMax

v =
maxq {rankqv}

The assumption behind the AVG approach is that every
model we train is a well-performing one, thus treating them
equally and averaging the rankings for a given video is a
meaningful way of combining them. Contrarily, the as-
sumption behind the MAX approach is that our models may
not be very accurate, but they are most likely correct in iden-
tifying true positives at least at the very top of the ranking
lists they produce. Thus, if a video appears very high in the
ranking list generated by at least one model, we trust this
video to be a good answer to the query.

As neither of these two assumptions seems perfectly
plausible, we propose a hybrid strategy where, for a re-
trieved video, we identify the Q′ ranking lists where the
video is ranked the highest among the Q in total ranking
lists, and we average its top-Q′ rankings. This average is
calculated for every video and is used for ultimately rank-
ing the retrieved videos in descending order. I.e.,

• Hybrid: The top-Q′ video rankings across all rank-
ing lists are used to calculate the final video ranking.
rankHyb

v = 1
Q′

∑Q′

q=1 rank
q
v , where 1 ≤ Q′ ≤ Q.

If Q′ = 1 then rankHyb
v = rankMax

v and if Q′ = Q
then rankHyb

v = rankAvg
v .

6. Experimental results
6.1. Experimental setup

To train our networks we use a combination of four
large-scale video caption datasets: MSR-VTTT [20], TGIF
[12], ActivityNet [2] and Vatex [19]. We evaluate the net-
works’ performance on the official TRECVID AVS dataset
for 2019 and 2020, i.e., the V3C1 dataset. The evalua-
tion measure we use is the mean extended inferred aver-
age precision (MxinfAP). As initial frame representations,
a ResNet-152 (trained on the ImageNet-11k dataset) is used.
Regarding the textual parts, two different word embeddings
are utilized: i) the Word2Vec model [15] and ii) BERT [4].

6.2. Results

Table 1 presents the results when the x = 1% and
x = 2% of the samples are excluded from the hard-negative
mining because of being treated as potentially positive sam-
ples, compared to the baseline, using the examined model
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Table 1. Results, in MxinfAP, of the combination of multiple models and different setups. The baseline hard-negative mining strategy is
compared with the proposed hard-negative mining one, with x = 1% and x = 2% exclusion, for three fusion strategies. The last row shows
the results of combining all models trained using different hard-negative mining methods. The best results among the three hard-negative
mining approaches for a given fusion strategy and test dataset are underlined, while the results in bold are the overall best.

AVG MAX Hybrid, Q’=10
AVS19 AVS20 AVS19 AVS20 AVS19 AVS20

Baseline hard-negative mining (24 models) 0.1483 0.2300 0.1414 0.2182 0.1480 0.2300
Proposed hard-negative mining, x = 1% (24 models) 0.1492 0.2303 0.1428 0.2212 0.1492 0.2304
Proposed hard-negative mining, x = 2% (24 models) 0.1480 0.2264 0.1419 0.2139 0.1482 0.2266
Combination of all models (72 models) 0.1493 0.2293 0.1425 0.2179 0.1537 0.2416

Figure 2. Results on the AVS19 dataset, in MxinfAP, for the Hy-
brid fusion strategy and different values of Q′.

Figure 3. Results on the AVS20 dataset, in MxinfAP, for the Hy-
brid fusion strategy and different values of Q′.

combination strategies. As baseline we used the improved
marginal ranking loss [7] with the standard hard-negative
mining procedure (i.e., for an anchor sample all other sam-
ples in a batch are considered as negatives). The perfor-
mance of the combination of all models, i.e., the baseline
and the proposed hard-negative mining with x = 1% and
x = 2%, shown in the last row of Table 1. This combina-
tion consists of 72 different models.

Using the AVG fusion strategy and excluding the x = 1%

of the video-caption samples from the hard-negative min-
ing, our network improves its performance, i.e., from Mx-
infAP 0.1483 to 0.1492 and 0.2300 to 0.2303 on AVS19
and AVS20, respectively. When we increase the exclusion
parameter x to 2%, the performance slightly decreases to
0.1480 from 0.1483 and 0.2264 from 0.2300 on AVS19
and AVS20, respectively. When we combine all models
using the AVG approach, the overall performance slightly
improves on AVS19, but slightly decreases on AVS20.
The MAX combination approach performs analogous to the
AVG, i.e., x = 1% performs better than the baseline, but
achieves lower results than AVG. Generally, setting x = 1%
we can see a small but consistent improvement compared
with the baseline, following any fusion strategy.

Regarding the Hybrid fusion strategy, we can see in Ta-
ble 1, the Hybrid fusion performs considerably better when
a plethora of models (72) are available. Setting Q′ = 10,
it achieves MxinfAP 0.1537 compared to 0.1492 on the
AVS19 dataset and 0.2416 from 0.2304 on the AVS20
dataset. Also, by examining Figures 2 and 3, we can see
that when we combine multiple models, the performance
increases immediately (when Q′ ≥ 2), and there is a sweet
spot 5 < Q′ ≤ 25, where the performance is generally
stable and is maximized. As more and more models are
added, the performance then starts to decrease until it be-
comes equal to the score obtained by the AVG strategy.

7. Conclusions

We examined a new strategy for hard-negative mining to
improve the performance of a cross-modal video retrieval
network. We focus on excluding positive samples from be-
ing wrongfully utilized as hard-negatives. Moreover, this
strategy enables generating a larger number of trained mod-
els; for this, we also proposed a hybrid strategy for model
combination. From the experimental results, we conclude
that the new hard-negative mining strategy is meaningful,
and together with the hybrid model combination strategy
boosts the video retrieval performance.
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