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Abstract With the availability of an abundance of data through the Internet, the
premises to solve some intelligence analysis tasks have changed for the better. The
study presented herein sets out to examine whether and how a data-driven approach
can contribute to solve intelligence tasks. During a full day observational study, an
ordinary military intelligence unit was divided into two uniform teams. Each team
was independently asked to solve the same realistic intelligence analysis task. Both
teams were allowed to use their ordinary set of tools, but in addition one team was
also given access to a novel text analysis prototype tool specifically designed to
support data-driven intelligence analysis of social media data. The results, obtained
from the case study with a high ecological validity, suggest that the prototype tool
provided valuable insights by bringing forth information from a more diverse set of
sources, specifically from private citizens that would not have been easily discovered
otherwise. Also, regardless of its objective contribution, the capabilities and the
usage of the tool were embraced and subjectively perceived as useful by all involved
analysts.
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1 Introduction

Vast amounts of easily accessible data on the Internet is generated every day by
news outlets, individuals, and other information sources. The traffic volumes that
produce this sea of data, too big for any human or group of humans to process
without help, are predicted to increase even more in the future [13]. In other words,
information overload, which simply put is about receiving too much information
(to handle) [20], sometimes impairs the human ability to make use of available
information. As the right pieces of information have the potential to be of value
to some individuals or groups, it is desirable to possess a capability that takes
advantage of the possibilities of online data to the largest extent possible.

A set of tools that enable users to sift through huge amounts of data in search
of sought after information that is relevant to them, is software in the form of data
mining and other analytical tools. It is generally thought that the end outcomes for
various stakeholders will improve when such tools and techniques are employed in a
systematic fashion. Even if that assumption seems highly plausible, there appears to
be limited research that either confirms or proves such a hypothesis wrong. On the
contrary, the (positive) value of text mining and similar techniques are often taken
as a given fact in the literature.

This work seeks to examine the actual contribution of the use of a text mining
tool for a real life intelligence task. In the literature much attention has been paid to
the investigation of matters related to the usability of software in terms of design and
function [44]. When it comes to the actual usefulness of software in relation to some
task, considerably less scholarly articles are available. Furthermore, it is not always
obvious that computer software contribute to the productivity of organizations
at all [35, 45]. It is obviously of value to know if a piece of software actually
contributes to overall organizational goals or not. In this chapter the usefulness of a
piece of text analysis software for the purpose of intelligence analysis is examined.

1.1 The Intelligence Field

Because the context of this case study is set in an intelligence analysis setting, some
words about the intelligence field is given to enlighten the reader.

It seems that intelligence is not consistently defined in the literature, as many
articles within the field begin with quite extensive discussions about basic def-
initions [6]. In the national level context, however, Bimfort already in 1958 [7]
suggested that intelligence is about collecting and processing information about
foreign countries and their agents, that is needed by a government for its foreign
policy and national security goals. This definition will stand for the purpose of this
chapter as well.

According to U.S. doctrine Joint Publication 2-01 [51], which has similar
definitions as other countries, the objective of joint intelligence operations in a
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military context is to provide accurate and timely intelligence to commanders that
gives them an understanding of the operational environment with, in particular,
regard to adversary forces, capabilities, and intentions. The goal of intelligence
analysis is therefore to produce accurate assessments of the current state of affairs,
as well as sufficiently good estimates about the future that can be of use to various
decision-makers [14].

Although this mission is simple enough in theory, (good) analytical work is not
trivial. A number of uncertainties affect the quality of the final analysis, and the
process itself is not straightforward as it typically involves a mixture of imaginative
and critical reasoning [8]. Sometimes analysts are in possession of a piece of
information, and in search for missing pieces to fit into a hypothesis. At the same
time the analysts may also search for supportive evidence for multiple hypothe-
ses [8]. In addition, most intelligence processes strive to collect information from
several mutually independent sources in order to, hopefully, reduce uncertainty.
Open source information that is readily available and easily accessible is certainly
often used in this respect.

In a military intelligence context the scope of the analytical interest for different
“situations” as discussed above, varies with the hierarchical levels of war, e.g., the
tactical, the operational, and the strategic level, which highlights diverse aspects
of awareness. Although the exact meaning and classification of the different levels
vary between nations and organizations, the existence of multiple hierarchical levels
is uncontroversial. In the following, Swedish doctrine is used to exemplify. The
differences and boundaries between the levels have diminished over time due to the
dynamics and complexities of modern conflicts. The same pieces of information
can sometimes answer to the intelligence requirements of multiple levels. The
greatest distinguishing factor between the levels is the time perspective [48]. The
goal of the tactical level intelligence function is to support the individual (military)
unit in its planning and mission execution. The tactical level deals with a limited
geographical region on the battlefield and the character of the questions that need
answers are concrete. The relevant timeframe for these activities is the immediate;
it ranges from a day to a week, and sometimes from an hour to days [48]. The
goal of the operational level intelligence function, on the other hand, is to support
ongoing or planned (military) operations. Here the area of operation (theatre) is the
region of interest. The questions are diverse, both concrete and abstract [24], and
the timeframe is the intermediate; it typically ranges from a week to months [48].
At the strategic level the goal is to answer questions that may be abstract and cover
a diversity of different topics with unclear relations, and to produce intelligence
in the form of estimates that can be used to, e.g., create policies and military
plans, and to inform about security measures on a national level. The timeframe for
strategic intelligence ranges from months to several years [10]. The strategic level,
thus, concerns and anticipates events of far-reaching political, diplomatic, social,
economic, and military significance, that often revolve around the questions of war,
peace, and stability [37].

With the wide variety of requirements as indicated above, a national level
intelligence agency needs to have different types of intelligence sources at its
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disposal. A commonly accepted taxonomy divide some of the source types into
open source intelligence (OSINT), human intelligence (HUMINT), measurements
and signatures intelligence (MASINT), signals intelligence (SIGINT), and imagery
intelligence (IMINT) [14, p. 104]. With the rapid growth of the Internet and the
availability of data, OSINT has grown to become an important collection discipline
for intelligence purposes; not only for government intelligence functions, but also
for civilian use [46]. OSINT, more specifically, is intelligence that fulfills specific
intelligence requirements and is produced from publicly available information from
both traditional media and web-based sources, that is, information that anyone can
lawfully obtain by request, purchase, or observation [51]. Glassman and Kang [22]
characterize the baseline work methods for OSINT work to be (1) the search
for relevant information, (2) the organization of the information, and (3) the
differentiation of it, with the goal of transforming (converting, translating, and
formatting) text, graphics, sound, and motion video in response to users’ intelligence
requirements [51].

Heuer [27] suggests that there are in general two fundamental but different meth-
ods to address intelligence analysis problems: the conceptually driven approach, and
the data-driven approach. The conceptually driven approach requires the presence
of an analytical schema, e.g., some model, and the results of the analysis are directly
correlated to the availability and the quality of data that is fed into the model. For
data-driven analysis, on the other hand, there may not be a well-developed analytical
model available, but rather an abundance of available data. In this latter case the
challenges are not mainly about acquiring the data, but rather to find and select
the relevant pieces of information that can be used to form sensible hypotheses
for the intelligence problem at hand. A potential source of error when using the
conceptual approach, is that research has shown that long-standing general beliefs
and preconceptions by analysts affect the results of assessments even if there is
available data that support other outcomes [33].

To this respect the availability of vast amounts of data that the Internet provides,
has changed the work for intelligence analysts [18], and is a good match for the
requirements of data-driven analysis. In particular, it has been found that social
media posts provide relevant data that may be exploited for intelligence analysis.
Several types of analyses can be made based on social media data, e.g., text analysis,
social network analysis, and trend analysis [47].

1.2 Research Questions and Outline

The overall purpose of the research presented in this chapter is to investigate how
automated text analysis can contribute to solve ordinary intelligence analysis tasks.
To do this, a case study that sought to answer the following two research questions
was performed:
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– Is PhraseBrowser, a specific instantiation of a text analysis tool, perceived as
useful for solving typical analytical tasks?

– Does the use of the text analysis tool improve the quality of a typical analytical
deliverable?

To address the research questions, a research design that asked analysts to make
an intelligence assessment of a psychological operations case was created. The
case of the poisoning of the former Russian intelligence officer Sergei Skripal and
his daughter Yulia in Great Britain was chosen. The rationale for choosing this
incident was that it was well covered by multiple media outlets of different types
as well as other data producing sources. The topic was reasonably well within
the ordinary field of interest for the studied subjects, the scope of the intelligence
analysis requirement was fairly realistic, and some amount of different narratives
and counter-narratives, e.g., obfuscation, could be expected to be launched and
spread to flourish on the Internet.

The remainder of this chapter is structured as follows. Section 2 provides an
overview of the area of psychological operations, and related work. Then, in Sect. 3,
a description of the text analysis prototype tool PhraseBrowser follows. Next,
Sect. 4 describes the undertaken methodology covering the research design, the
observational study setup, and the execution of the study. In Sect. 5 the results are
presented. Then, the findings as well as issues of validity are discussed in Sect. 6.
Finally, the conclusions are presented in Sect. 7.

2 Background

After having introduced the intelligence field above, this section describes the
framework for intelligence analysis, psychological and influence operations, and
lists some related work.

2.1 Intelligence Analysis

The basic process for producing intelligence is about collecting information, making
analyses, and then creating an intelligence product that can form the basis for
decision-making. It is primarily a cognitive process, an activity that takes place
in the analyst’s own head. It is not always clear exactly how the assessment goes
and how it ought to be done in different situations, but on a methodological level
there are strong links between the intelligence profession and that of scientific
work: intelligence work is largely about formulating hypotheses, and examining and
falsifying these hypotheses if possible. But there are also large differences relative
to scientific work in that intelligence work has a connection to operational work and
the need to deliver forecasts within a given timeframe based on currently available
information, regardless of whether it is judged to be of sufficient quality or not.
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Rather than having the character of a “secret science” in itself, the characteristic
features of intelligence work can thus be said to be about the (indeed often secret)
application of scientific methods and approaches on information and intelligence
questions that are operational and strategic, rather than scientific, in nature. In an
analysis of the intelligence subject, and in an attempt to go from established practice
to a more structural approach of it, Agrell and Treverton [1, p. 279] state this in the
following terms:

Intelligence analysis has the potential to become an applied science. Its purpose would be
managing the uncertainty in assessments of threats and possibilities based on incomplete,
unreliable, or uncertain data in a context in which demand requires those assessments
irrespective of the limitations. Defined in these terms, intelligence analysis stands out as
a genuine cross-disciplinary science in-being, with a theoretical basis and a set of methods
not limited to any single subject matter or field of analysis but rather adapted to every
specific application.

As noted, management of information and its related uncertainty play a central
role, and the means to measure precision, quality, and utility—so-called information
awareness [5]—is crucial.

2.2 Psychological Operations

The root causes for armed conflicts, or indeed any controversies between humans,
may be of different kinds, e.g., ideological differences, competition for scarce
resources, etc., but the end goal in conflicts is always to impose the will of one party
on the other(s) in one way or the other, as expressed by, e.g., the ancient Chinese war
theorist Sun Tzu [49], as well as the highly influential Preussian war theorist Carl
von Clausewitz [54]. But there are other methods to affect the will of an opponent
than by using physical force: psychological and influence operations are ways to
achieve this.

Psychological operations, Psyops, within the context of military operations is a
part of offensive information operations that aim to influence perceptions, attitudes
and ultimately change the behavior of foreign approved target audiences [50].
Another name for Psyops that is sometimes used, is military information support
operations, MISO [52]. Such activities are sometimes seen as a key enabler in a
military commander’s campaign plan [4, 50], and they can be conducted with both
short-term and long-term goals, according to doctrine. The overarching information
operations field also involves other activities such as civil affairs, computer network
attack, deception, destruction, electronic warfare, operations security, and public
affairs [4]. Psyops and related activities, however, are not only part of U.S. and
Nato doctrine, but integral parts of Russian, Chinese, and other countries’ national
security or military doctrines as well [4]. A related term is influence operations,
which consists of similar types of activities, which are not necessarily conducted
in conjunction with military operations. Influence operations primarily consist
of non-kinetic, communications-related, and informational activities that aim to



Automated Text Analysis for Intelligence Purposes: A Psychological. . . 227

affect cognitive, psychological, motivational, ideational, ideological, and moral
characteristics of a target audience [36]. Influence operations can be carried out by
government organizations other than the military, as well as by civilian information
outlets. Furthermore, operations can be conducted openly (with a named source),
covertly, and clandestine.

The boundaries between roles, mandates, and who does what, as well as between
military and civilian organizations, with regard to influence operations is not always
clear-cut [36]. For the sake of simplicity, only the term Psyops is used in this text.
The approved targets for operations can be individual persons, groups and networks,
adversary leadership coalitions, and the (mass) public [36]. On the defensive side
of Psyops, a possible task would be to determine if oneself, or some other target
audience, is on the receiving end of adversarial operations. Such operations could
aim to change the perceptions/views, clog the perceptions, or delegitimize credible
news outlets [39]. To accomplish such an analysis, Nato doctrine [39], which is used
to highlight Psyops principles here, prescribes that a detailed examination of source,
content, audience, media, and effect (SCAME) is carried out. The SCAME template
can also be used in the planning process for offensive operations.

2.3 Related Work

There seems to be a general consensus about the perceived usefulness of data mining
tools, in that they can help find useful information in many instances. Examples of
precisely how such tools contribute to the information gathering efforts, however,
and more to the point, the quality improvement of the end products, are harder to
find. A study commissioned by the British Government [38], however, concluded
that text mining contributes with several benefits in the context of academic
research. The study found one improvement to be overall increased researcher
efficiency and research quality. Mining was further attributed to bring about the
ability to “unlock hidden information”, i.e., insights about underlying non-obvious
connections between texts, as well as the capacity to develop new knowledge and
the ability to explore “new horizons” [38, p. 19]. The conclusions were based on
results from several case studies.

Pal [41] listed application areas where data mining tools were of great use both
within the public and the commercial sector. For the public sector, fields such as,
for example, scientific enquiry and research analysis, criminal investigation and
homeland security, via health insurance and healthcare applications, were found
to benefit from text mining. Within the purely commercial sector, areas such as
customer segmentation and targeted marketing, finance, etc., were mentioned.

Several scholars have noted that publicly available data on the Internet can be
systematically used for intelligence purposes [18, 40]. It has been observed that
some of the automated data processing techniques used for systematic processing
of corporate data, i.e., business intelligence, have migrated into security intelli-
gence [10], and that the further development of these techniques has the potential to
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provide a competitive edge [12, 31, 42]. There are, however, challenges as of how
to find and extract relevant and meaningful pieces of information relative to the task
at hand.

Automated text analysis using methods and tools from the field of natural
language processing has been proposed as a way to off-load some of the selective
and interpretative work from human intelligence analysts. With regard to more
closely related government and military intelligence tasks, Guo et al. [23] did work
on entity extraction from human-generated tactical reports to support intelligence
analysis. They extracted entities such as organizations, locations, persons, etc., with
promising results. Razavi et al. [43] sought to extract information about risks in
maritime operations.

Other examples with applications from the commercial sector include work by
He et al. [25] that explored how the use of text mining was useful for companies
in the pizza industry. They concluded that text mining of social media adds useful
pieces of information, for example, in companies’ quests to understand the pizza
market. Alex et al. [2] were able to show an increase in efficiency, e.g., by the
reduction of work time, in a biomedical data system scenario where natural language
processing technology was used for curation.

3 PhraseBrowser

This section serves to describe the scope and function of the prototype tool
PhraseBrowser. PhraseBrowser is continuously developed at the Swedish Defence
Research Agency. It is one of several prototypes in a framework, aiming to highlight
the possibilities given by web and text analysis tools to analysts. The development
process of PhraseBrowser, to this respect, provides opportunities for researchers and
practitioners to engage in mutually beneficial discussions.

3.1 Overview

PhraseBrowser is a text analysis prototype tool designed to support analytical
work by processing Twitter data. The idea is to provide the user/analyst with
several perspectives of the collected data through predefined themes. The different
perspectives provide an overview of the data that may guide an analyst to select
interesting subtopics and drill down further to find specific contents of interest.
Hence, the prototype tool may be useful both for monitoring a subject or area
of interest, and for conducting research to answer specific questions. Although
the prototype tool comes with predefined themes, it is a relatively easy and
straightforward process to quickly add simple first versions of new themes. This
versatility makes the tool relevant for analytical work that concerns a wide variety
of topical issues as well as for time-sensitive tasks.
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3.2 Phrases

PhraseBrowser presents phrases to the user sorted by so-called phrase types. A
phrase is defined as a sequence of one or more words, and each phrase has a type. A
few example phrases (and their phrase types) from the set of tweets used in the study
are: “lab says” (phrase type: “General Phrase”), “Boris Johnson lied about Skripal”
(“Explicit Untruth”), “UK” (“Location”), “Yulia” (“Person”), and “30 questions”
(“Counted Thing”). See Table 1 for more examples of phrase types and phrases.
At the time of the study there were more than 50 different phrase types of varying
quality available to the analysts.

In the interface the user can choose a type, e.g., “Counted Things”, leading to that
a list of phrases of that type are presented along with statistics on how many tweets
the phrases were used in. To read the texts containing any particular phrase, e.g.,
“30 questions”, the user simply clicks on that phrase. Each piece of text works as a
link to the original tweet on Twitter, where more context may be found by studying
the content of corresponding accounts, etc.

The phrases may be identified using any automatic method. In the version of the
tool used in the observational study presented herein, a third party library was used
to identify entities (see Sect. 3.5), and the rule language described in Sect. 3.6 was
used for all other phrase types.

3.3 Predefined Phrase Types and Filtering

In the current study the analysts worked with a set of predefined phrase types, and
were not able to alter them or add new ones. Table 1 displays some of these phrase
types, and in the following they are described a bit further:

“General Phrases” tries to capture any kind of content based on part of speech tags.
This is an example of a phrase type that results in many phrases—perhaps too
many. It would probably be useful to exchange or complement this phrase type
with a machine learning method. For now this is the most general phrase type,
primarily used to explore content without looking for any of the specific content
that most of the other phrase types try to capture.

“Counted Things/Persons” is defined using other phrase types capturing counts,
and at the same time “things” and/or “persons”. One possible use of this phrase
type is to look for differing numbers being given in some context. Sources may
exaggerate the number of protesters at an event, for instance.

“Entities” such as “Person”, “Location”, and “Organization” are found by an entity
detector (see Sect. 3.5). These entities are reused by several of the other phrase
types, e.g., the “Counted Persons” phrase type mentioned above.

“Explicit Untruths” captures phrases that use any word in a long list of words
explicitly related to deception, propaganda, misinformation, fake news, etc. The
idea is that it is potentially interesting whenever someone writes that something is



Table 1 Examples of themes/types available in the PhraseBrowser tool along with phrases
extracted from the data set used in the study

Theme/Type Phrase #

General Phrases All 2,806,084

lab says 9297

used in Skripal poisoning 8842

produced in Russia 5284

disinformation campaign in Britain 4326

was in US 4205

Porton Down research laboratory 3401

research laboratory has told Sky News 3373

to Sergei Skripal 3122

that Christopher Steele 2803

of Yulia Skripal 2563

Counted Things/Persons All 105,931

60 Russian diplomats 1406

30 questions 927

two weeks 861

14 simple questions 823

hundred narratives 383

two BBC colleagues 294

20 European countries 280

2800 Russian bots 232

23 British diplomats 212

two people poisoned 203

Entities All 5,601,461

Skripal 373,735

Russia 113,772

UK 107,982

Yulia 97,560

Salisbury 32,903

Porton 25,029

Novichok 22,236

Putin 22,017

OPCW 19,292

Theresa May 14,136

Explicit untruths All 62,579

propaganda 4532

Boris Johnson lied about Skripal 1641

Moscow’s lies 427

Kremlin propaganda 417

UK lies 204

Theresa May is lying 155

“Russia bot” narrative 153

the Skripal narrative 142

lying about the source of Novichok 111

Downing Street spin-master 82
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a lie, fake, misinformation, etc.: either the statement is true, or the person writing
it has an agenda. . . Hence, these phrases often contain suspicious/interesting
statements that can potentially be used as a starting point for further analysis.
In Sect. 3.7 some simplified rule examples for “Explicit Untruths” are presented.

To drill down into the data, each phrase and phrase type may be used as a filter
that narrows the search to only include tweets containing the chosen phrases. The
resulting smaller data set can then be studied using the other available types and
phrases. For instance, filtering the data using the phrase “Theresa May” and then
looking at the phrase type “Explicit Untruths”, one would only obtain the “Explicit
Untruths” that co-occur with “Theresa May”.

3.4 PhraseBrowser System Overview

Figure 1 shows an overview of the PhraseBrowser system. Data is downloaded in
real time using the Twitter Streaming API and/or RSS feeds. The data is contin-
uously processed by several analysis components, and stored in an Elasticsearch1

database search engine. The system architecture and construction is scalable and
adapted to parallelization, using Docker2 for packaging of subsystems and Kafka3

for distributing data between the subsystems.
The analysis phase contains several subsystems that process the data and adds

information to it. The original data (including metadata, if any) is stored by the
storage component along with the result of the analysis as (additional) metadata.

Web data Analysis Storage

Visualization

Twitter

RSS

Text analysis

Message queue

Image analysis

Fig. 1 PhraseBrowser system sketch. The prototype tool can handle Twitter and RSS data, and
analyzes both text and images

1https://www.elastic.co/elasticsearch/.
2https://www.docker.com/.
3https://kafka.apache.org/.

https://www.elastic.co/elasticsearch/
https://www.docker.com/
https://kafka.apache.org/
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By filtering on the metadata, different parts of the stored data can be retrieved and
visualized in the user interface.

PhraseBrowser can be run in real time on a data stream. However, depending
on the hardware used, the analysis may not keep up with the stream. In such cases
PhraseBrowser continuously processes the latest tweet or RSS update, meaning that
certain pieces of data may never be processed. In the present observational study
a single ordinary PC was used to run the search query “Skripal,skripal” using the
Twitter Streaming API, leading to that 5% of the tweets were discarded.

3.5 Text Processing

Figure 2 magnifies the part of the (text) analysis steps relevant to this study. For
detecting most phrases, a rule-based approach [30] is applied. Each piece of text
is first run through a natural language processing (NLP) library to divide it into
sentences and tokens, lemmatize tokens and determine part of speech, and detect
entities. The output from the NLP library is transformed into a simple specific text
format representing each sentence in the input data. The formatted text is then sent
to the rule language engine, resulting in a set of phrases for each sentence. The
phrases are added to the metadata for the tweet/text as described in Sect. 3.4.

Through this construction, the rule language engine is separated from the NLP
library and the only thing that has to be done to try a new library is to specify
the transformation from the NLP library output format to the specific text format
needed by the rule language engine. Transformations have been specified for a few
different libraries. For the current work TwitIE [9], a GATE [15] pipeline specialized
for microblog texts, was used.

The transformation into the previously mentioned specific text format includes
turning the entities detected by the NLP library into phrases, with phrase types
corresponding to the entity type. Hence, these phrases are originally detected by
whatever method the library uses. For entities this is usually a combined method
based on both dictionaries and machine learning.

The rule language, described further in Sect. 3.6, is flexible and constructed to
make it possible to detect anything from single words using simple word lists to
more complex phrases. It is language dependent in the sense that for any new
language it is necessary to create a parallel text processing pipeline according to

NLP library Rule language
sesarhPtxetdettamroFText

Fig. 2 PhraseBrowser text processing. Each piece of text is processed by the NLP library, followed
by a transformation of the NLP library output into a specific text format. Based on the formatted
text, the rule language engine produces phrases for each sentence
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Fig. 2. However, after an initial learning period, it is easy to quickly create basic
phrase types for a new language. So far processing pipelines and rules for English
and Swedish have been implemented.

3.6 PhraseBrowser Rule Language

The rule language can be compared to regular expressions, but on token (word)
level rather than character level. The concept is inspired by many previous such
pattern detection methods, like for instance Hearst’s patterns for finding hyponymy
relations [26, 32].

Each phrase type is defined using several rules. The rule language allows for
references to other phrase types, making it possible to reuse solutions and create
more sophisticated rules. The rule engine processes each sentence by applying the
rules in order of complexity, making sure that a rule referring to another rule is
applied after the rule it is referencing has already been applied.4 Every result is
temporarily kept in a data structure containing information about position in the
sentence, so that results do not need to be found twice. This makes the rule engine
efficient, and less likely to become the bottleneck of the larger system. However,
with a huge set of rules and/or rules that are too generic and always find phrases, the
rule engine could still become a problem.

During the text analysis the rule language is applied to a single sentence at a time.
If larger text blocks were to be considered, i.e., several sentences are used, too many
phrases would be selected. Hence, to capture information that is distributed over
several sentences, other methods need to be used. Such methods were, however, not
used in the study presented herein, and will therefore not be discussed further.

3.7 PhraseBrowser Rule Language Examples

Table 2 shows a few simple examples of rules written with the rule language. The
left column contains rules for two different example phrase types called “violence”
and “violence_in_location”. The first phrase type is a word list that simply detects
whenever the listed words appear, as in the example sentences in the right column.
The rule language has several features that allow for creating more useful word lists,
such as using the lemma instead of the actual token and using part of speech tags.

The phrase type “violence_in_location” contains two rules that reference the
“violence” phrase type and the entity type “LOCATION”. The two rules also allow

4Circular references are not allowed.
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Table 2 Simple examples of the PhraseBrowser rule language

# Phrase type and rules Example text

name:violence

1 violence London has seen a lot of violence.

2 fist fight There is a fist fight in London.

name:violence_in_location

3 !a(LOCATION) !any[*] !a(violence) London has seen a lot of violence.

4 !a(violence) !any[*] !a(LOCATION) There is a fist fight in London.

The left column shows simple rules, with rule numbers for convenience. The phrase type
“violence_in_location” reuses the phrase type “violence”. The right column provides examples
of applying the rules. The boldface part of the example sentences is what would be found by the
rule in the same row

for any number (zero or more) of any kind of token in between.5 The first rule in
“violence_in_location” (row 3 in Table 2) therefore could be read as:

a location entity, followed by zero or more appearances of any token, followed by either
“violence” or “fist fight”.

The second rule (row 4 in Table 2) can be interpreted analogously. In practice
the “violence_in_location” rules would detect too many uninteresting phrases, as
sentences may be long and the mentioning of a location does not necessarily relate
to where the “violence” is taking place. To overcome this problem, the rule language
has features for stopping phrases that contain certain tokens (or phrase types)
between parts of the rules, and it also allows for requiring the presence or absence
of certain tokens (or phrase types) within the current sentence.

In Table 3 some simplified examples of the rules for the “Explicit Untruths”
phrase type are presented. The rules show the expressive power of the rule language:
if the building blocks are well thought-out, the rules can become capable of
detecting many different kinds of relevant phrases. It is often easier to split more
complex phenomena into parts. The “Explicit Untruth” rules used in the study,
for instance, are split into a few subtypes. The precise rule structure can be
accomplished using linguistic insights, but more importantly it should be based on
the data at hand and be useful for the analyst.

It is imperative that either the analyst is actively involved in the creation of the
rules or works in a team with an expert, since otherwise the analyst may interpret the
results erroneously. An analyst at the least needs to be made aware of the limitations
of the rule language. Trial and error brings the analyst a long way in creating rules
that find many relevant examples, though. The precision can become high enough,
while the recall obviously cannot be guaranteed.

5It is possible to specify any number of repetitions, like for instance two to three tokens, as well as
specifying that only tokens from other phrase types are allowed in the repetition.
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Table 3 Simplified examples of the “Explicit Untruth” rules

# Phrase type and rules Example text

name:u_basic

1 lie Boris Johnson lied about Skripal

2 propaganda It’s all Kremlin propaganda
3 spread rumor John spreads rumors about Paul

4 misinformation The fight against misinformation
name:u_obj

5 !a(PERSON) Boris Johnson lied about Skripal
6 !a(LOCATION) It’s all Kremlin propaganda

name:untruth

7 !a(u_basic) That’s just lies
8 !a(u_obj) !a(u_basic) It’s all Kremlin propaganda

Many UK lies today

9 !a(u_obj) ’s !a(u_basic) Have you heard Moscow’s lies?

We are used to John’s misinformation
10 !a(u_obj) !a(u_basic) about !a(u_obj) Boris Johnson lied about Skripal

John spreads rumors about Paul

The left column shows simple rules along with rule numbers, and the right column shows examples
of applying these rules. The boldface part of the text examples is what would be found by the
rule in the same row. Only the last phrase type, “untruth”, is presented to the user. The others
provide partial solutions. Note that rules 8–10 have been applied to two texts each, exemplifying
the expressive power of the rule language

3.8 New and Improved Rules

An advantage of the PhraseBrowser rule language as well as other similar rule
languages, is that they allow a user to quickly add rules that capture new themes
of interest. The ability to modify the rules is an important feature of the tool in
situations when the predefined themes do not match a specific topic and there are
time constraints involved. Quickly adding a first version of a new theme is as easy
as adding a word list containing some keywords. Although the obvious aim is to
capture precisely everything that is relevant to a specific investigation, it is better
to be able to retrieve at least some amount of desirable information through the
inclusion of new rules, than risk ending up with insufficient data or no data at all. At
the same time it is important to minimize the retrieval of noise, e.g., irrelevant data,
which risks to burden the analysts tasked with interpreting the results.

In the present observational study the analysts worked with a set of predefined
phrase types, and could not alter them or add new ones. If they had had that
possibility, after studying the data they would perhaps have added phrase types for
“poisons” and “lab results” to capture more of what was written about those topics.
They could then, for example, easily have gone on to study what was written about
persons or untruths mentioned in connection to those topics using the predefined
phrase types.
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While studying the results of using a first version of a rule, it is quite common to
realize ways to adapt and extend it. Interesting phrases that appear in the texts that
were captured can be added to the rule. Rules that capture irrelevant phrases can
be altered using different features of the rule language. To this end, a user interface
for interactive development of rules has been implemented for PhraseBrowser. This
interface allows the analyst to iteratively refine the phrase type to capture more
relevant data.

If a specific information requirement occurs in several investigations or over
time, more effort could be put into studying the resulting data to improve the
information gathering. Any number of methods could be used, including creating
more sophisticated rules or training a machine learning model suited for the task.
The goal is always to assist the analysts, and the rule language helps to put a first
attempt in place quickly. A more sophisticated method (based on rules, machine
learning, or any other method) can always be combined with the other phrase types
to allow for varied ways to study the data. Also, whenever a new phrase type is
added, many new combinations become possible. These combinations as well as
the separate phrase types can be invaluable when a new subject needs to be studied.

3.9 PhraseBrowser Interface

Figure 3 shows the PhraseBrowser interface. Here 1,140,608 tweets have been
downloaded using the Twitter search query “Skripal,skripal”, as can be seen in the
top gray area. In the left part (the blue area entitled “Phrases”) the phrase type
“Person” has been chosen and in the list of identified persons “Boris Johnson” is
selected (the line is shaded). The tweets in the right part consequently all contain
“Boris Johnson”. Should any of the tweets seem interesting, it is possible to read
them in context on Twitter by clicking on them.

Both the list of phrases and the list of tweets are usually much longer than what
can be seen in the interface without scrolling through the lists. The count displayed
next to the phrases denotes the number of tweets the phrase appears in, and the
number presented before each tweet denotes the number of retweets.

To the left of each phrase in the left part of the user interface there are two buttons.
Using the right button the user can plot the number of appearances of the phrases
over time (not shown in this book chapter). When pressing the left button for a
phrase a filter temporarily removing all tweets not containing that particular phrase
is applied, which also removes all phrases not co-occurring with that particular
phrase. In the example in Fig. 3 all phrases of type “Explicit Untruth” have been
applied as filter, meaning that all displayed tweets contain both “Boris Johnson”
and a phrase of the type “Explicit Untruth”. This filter is shown in the top gray area
as “All Untruth”.

Several filters can be used at the same time. For instance one could go on and
filter on “Boris Johnson” in addition to “All Untruth” and then look at the phrase
type “Location” to see which locations are mentioned in tweets containing both of
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Fig. 3 The PhraseBrowser user interface. The gray area at the top is the filter area, showing the
Twitter search query, the number of downloaded tweets, as well as any filters that are active. In
the blue “Phrases” area to the left the user can choose a phrase type (“Person” in the figure), and
the corresponding phrases are displayed at the bottom. The “Tweets” area to the right displays the
tweets that contain the chosen phrases in the blue area (filtered by the filters in the gray area). Both
the “Phrases” and the “Tweets” areas have filter search boxes that allow the user to search among
the phrases and tweets

these filters. Each filter can also be switched to its opposite, so that, for instance,
only tweets not containing “Boris Johnson” are shown.

The example in Fig. 3, as described in the previous paragraphs, shows one
snapshot of the work an analyst could use the tool for. By filtering on “All
Untruth” he/she solely gets tweets containing explicit untruths. These tweets may
be interesting since they are likely to contain accusations regarding the truthfulness
of statements centered around the Twitter search topic. To get more perspectives on
the accusations, the analyst could use several of the other phrase types. For instance
he/she would likely use the phrase type “General Phrases” to obtain an overview
of the content. In Fig. 3 the phrase type “Person” has been used, so that the list of
phrases to the left shows person names that have been seen in tweets containing the
accusations. For some reason the analyst takes particular interest in “Boris Johnson”
here, and reads the tweets containing both this name and explicit untruths. This may
provide an insight that leads the analyst to follow up by other means or use other
phrase types to browse the data.
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4 Method

This section describes research design, observational study setup and execution, as
well as contextual factors that were present at the time of the study.

4.1 Research Design

The observational study participants (N = 8) were evenly split into two teams. One
team was equipped with their usual set of tools, and the other team also had their
ordinary tools, but was in addition provided with the PhraseBrowser text analysis
tool. Hence, the general methodological approach was to collect data and compare
the results of the two teams. The prototype tool had previously been used and
evaluated at the unit by their personnel for some time.

The goal was to find a group of study participants that could be assumed to benefit
a great deal from the use of text mining tools in their ordinary line of work. To this
respect a military unit from the Swedish Armed Forces agreed to participate in the
study. One of the normal tasks of the unit is to make intelligence assessments of
the information environment. The participants consisted of active duty and reserve
officers, as well as permanent and part-time soldiers and civilians. The aim was
to put together uniform teams with respect to their educational level, experience,
and gender. The team compositions were suggested by a seasoned analyst from the
military unit, who consequently had some knowledge about the research design,
and therefore was not allowed to personally participate actively in the observational
study. The teams were constituted as indicated in Tables 4 and 5.

Table 4 Team without the PhraseBrowser tool

Age Gender Military category Work role/title Months on job Educational level

34 Male Civilian Section chief 30 B.Sc.

35 Male Civilian Analyst 24 B.Sc.

34 Female Civilian Analyst 12 M.Sc.

27 Female Civilian Analyst 15 M.Sc.

The designated team leader in the observational study is enlisted as the topmost person in the table

Table 5 Team with the PhraseBrowser tool

Age Gender Military category Work role/title Months on job Educational level

26 Female Civilian Analyst 18 B.Sc.

29 Male Civilian Analyst 3 M.Sc.

37 Female Reserve Analyst 24 University

23 Male Soldier Analyst 48 High school

The designated team leader in the observational study is enlisted as the topmost person in the table
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4.2 Intelligence Assessment Task

The analytical questions for the teams concerned psychological operations. The case
of the alleged poisoning of the former Russian intelligence officer Sergei Skripal
and his daughter Yulia was used to provide a realistic backdrop for the intelligence
assessment questions. This event occurred on March 4, 2018 in Salisbury, England.

As the observational study task evolved around a Psyops scenario it was assumed
that text analysis would be helpful mainly for source and content analysis (see
Sect. 2.2). For source analysis it was hypothesized that PhraseBrowser may be of
use in the search for actors and authors of information used in a Psyops campaign.
For content analysis it was hypothesized that PhraseBrowser can help extract factual
information related to a campaign. The following questions/tasks were phrased:

1. Identify and document alternative explanations that contradict the British expla-
nation.

2. Identify possible explanations and messages that might be part of a Russian
influence campaign.

3. Identify and document possible sources and routes for dissemination of pro-
Russian messages according to question/task 2 above.

The two teams were asked to produce an intelligence assessment consisting
of a maximum of three sheets of A4 paper. They were instructed to collect data
from Swedish or English language information resources only. Every information
element used in the final assessment, was to be adequately referenced and, if
possible, easily retrievable.

4.3 Study Setup

The observational study was conducted in situ at the military unit. The two
teams resided in rooms that are normally used for similar (intelligence) work.
The observational study was carried out during a single day, with additional data
collection being done the day after.

The Twitter data used was selected according to the principle of relevance
sampling [34]. The search keywords “Skripal,skripal” were used, which were
judged to be discriminatory enough to capture all relevant tweets concerning the
poisoning event. The search query resulted in a data set of 1,140,608 tweets that
was downloaded through the Twitter Streaming API between March 19 and April
23, 2018, meaning that the data collection began some days after the event.

To answer the research questions, two main types of data collection were carried
out: (1) the subjective views of the usefulness of the software [16] were collected
from the personnel who participated in the observational study, and (2) the objective
views of their performance were judged by external observers, i.e., the rating of
the quality of the intelligence assessment deliverables. Observations of the work
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conducted by the teams were also made. Hence, the data was collected in four
different ways:

1. The team members answered questions about the perceived usefulness of
PhraseBrowser.

2. Four (4) subject matter experts, SMEs, were asked to judge the overall quality
of the deliverables. They were to highlight what they saw as interesting pieces
of information. The experts came from two different departments within the
Swedish Armed Forces Headquarters and an independent think tank. Their
experience from working as Russia analysts were 8, 10, 10, and 23 years.

3. All the tweets that were used by the teams were put in random order, and all
participants were asked to judge the value of each individual tweet. They judged
each tweet with regard to its perceived value (1–4), and its perceived area of
use, e.g., (1) whether it added new hitherto unknown information, and/or, (2) if
it served as a pointer to other related information sources, and/or, (3) if it (the
account) was judged to be a new source itself.

4. One senior researcher per team was deployed to observe the work processes.

4.4 Observational Study Execution

The teams received the intelligence task simultaneously, and at the same time
they were also given time for preparation. During this 1 h preparation, they had to
designate a team leader, make an overall working plan, and make a time schedule.
At least one person per team was required to read through the background material
on the Skripal case from Wikipedia.6

Both teams were allowed to use all available information sources. Both looked
into other sources than Twitter. Both teams used web browsers checking sites like
google.com, hashtags.org, tweetdeck.twitter.com, etc. They also read the official
government sites of various countries and traditional news outlets.

5 Results

In this section the data that was collected and the observations that were made during
and after the observational study are presented.

6https://en.wikipedia.org/wiki/Sergei_Skripal [May 2, 2018].

https://www.google.com
https://www.hashtags.org
https://tweetdeck.twitter.com
https://en.wikipedia.org/wiki/Sergei_Skripal
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5.1 Perceived Usefulness

The analysts who used PhraseBrowser expressed that they liked to use the tool in
general. Among the perceived benefits they noted that it can be useful as events
unfold in an area of interest. The tool was judged to speed up the whole data
collection phase of an intelligence task. Another recurring theme in the observations
about its usefulness was the breadth of the collection that enables the analyst to
discover a multitude of perspectives, and allows the analyst to get an overview of
an issue quickly. One respondent specifically pointed out that one of the strengths
of the tool was that it steers analysts to look at data without the restraints of their
preconceptions. Another useful feature of the text analysis tool that was voiced,
was that it added valuable perspectives from apparently private citizens (and their
accounts) in addition to the more readily available and accessible information from
mainstream news and information outlets.

5.2 Subject Matter Expert Evaluation

The four SMEs, who normally read material in other formats that are not put
together under time constraints, had some general remarks about the format of the
deliverables, namely that they were short and not very well laid out. The SMEs also
pointed out that they knew most of the information already, even though there were
pieces of information that they had no prior knowledge about. Three of the four
experts stated that the deliverable produced by the PhraseBrowser-team consisted
of more alternate explanations and was “more detailed”. Otherwise, the experts did
not find any significant differences between the deliverables.

5.3 Information Fragment Value

The two teams drew information from a total of 25 unique tweets that contributed
to their assessments. The team with PhraseBrowser used 15 tweets, and the team
without the tool found ten relevant tweets that they used. The sample size of the
data that was collected was too small to draw any general conclusions. However,
some inferences can be made based on the collected data:

1. The ratio of very valuable tweets (rated with a score of 4), was almost equal
between the team with PhraseBrowser (50%) and the team without it (47%).

2. At least one member of the team without PhraseBrowser stated that 90% of the
tweets that they used brought hitherto unknown information. The corresponding
number for the team with PhraseBrowser was 67%.

3. The members of the team with PhraseBrowser reported that the tweets that they
used pointed to other potential sources to a larger extent than the other team.



242 S. Varga et al.

5.4 General Observations of Work

It could be observed that the participants were well trained and had a common
understanding of the work process, and worked according to a well-established staff
methodology, which meant that they could quickly start working together and act as
a team. Concerning working procedures, many similarities between the two groups
could be seen with regard to how they approached the task and planned their work.

Both groups planned the work according to roughly the same schedule with two
major work shifts with an interim discussion in between, and then a final synthesis
discussion before the preparation of the final intelligence report. At the planned
interim synthesis discussions, the analysts told what they had found as a basis for
being able to draw common conclusions and align the further work. After the final
work shift, longer discussions were held focusing on the possible explanations for
the poisoning of Skripal, as a basis for writing the end intelligence report.

A whiteboard was used to note the conditions for the task with regard to
available time and preconditions regarding limitations, intelligence/information,
success factors, and immediate actions to be taken. For sharing joint work and
working together, a large screen that everyone could easily see was used. Before
lunch, plans were made regarding who should monitor which sources, the cutoff
time for further information collection, and how the work was going to be logged.

During the afternoon the team leaders led the work and moderated the discus-
sions that needed to be conducted. Discussions included, for example, which sources
and objects that ought to be prioritized and monitored, and information sharing
among the analysts concerning, for example, different spellings and synonyms to
be used for the information collection (“Skripal”, “Julia”, and “Sergei” are equally
interesting words to look for). During the work alternative explanations of the cause
of the poisoning of Skripal were listed on the whiteboard along with preliminary
intelligence confidence levels. These confidence levels were successively updated
during the exercise based on which and how many sources that spoke for or against
the respective explanations.

Both teams were judged to work systematically and be led by competent team
leaders. They followed their work plans very well. Due to the severe time constraints
there was some amount of stress in both teams, but the atmosphere was calm and
professional. Both teams planned for and had a short 15-min break during the
observational study, meaning that they invested an equal amount of time in solving
the task.

5.5 Observations of Work Related to the Use of PhraseBrowser

The team with PhraseBrowser chose to designate one of the most proficient users of
PhraseBrowser as team leader, which resulted in that two individuals with limited
experience to operate the tool were tasked to do so. It was noted that they did
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not take advantage of all of the useable features of the software, and that they
could not operate the software in an optimal manner. Otherwise, no significant
differences in the working conditions between the teams were observed. Members
of both teams explicitly strived to only take information that was collected during
the observational study into account, effectively suppressing their prior knowledge
of the case.

The team with PhraseBrowser used the tool to find different explanations of the
Skripal incident that were proposed in the Twitter data, and to some extent to also
understand whether these explanations were used in some information operation.
The latter is obviously very difficult, and proved too hard to achieve during the
short time allotted. The team used the tool similarly to the description in Sect. 3.9,
trying several different phrase types and the filter functionality. Some of the phrase
types proved useful, such as “General Phrases”, “Entities”, and “Explicit Untruths”,
as described in Sect. 3.3. Among other phrase types that were experienced as useful
was one that tries to capture citations and statements, one trying to find accusations,
and a few more specific phrase types for finding expressions of aggressions and
tensions between different actors.

For each phrase type the team looked at phrases in order of how many times
they had been used. When finding an interesting phrase, they sometimes looked at
a graph of how often it had been used over time. For each interesting phrase the
team always read one or more tweets these phrases appeared in. They collected the
tweets that were interesting enough, taking the number of retweets into account. If
these tweets had a link in them they followed that link, sometimes resulting in useful
longer media articles.

6 Discussion

In this section the theory for measuring perceived usefulness as well as some validity
aspects of the study are discussed. A few notes about OSINT as a data source for
text mining are also provided, and the section concludes with some proposals and
ideas for improvement of the PhraseBrowser tool.

6.1 Theory

This case study has aimed to examine usefulness, a subset of the overarching
problem of user acceptance—why people embrace or reject computers and com-
puter software. It has been shown that there are numerous variables that affect this
acceptance. The widely cited technology acceptance model, TAM, conceived by
Davis et al. [17], is used to model user acceptance. Davis [16] divides the variables
that affect acceptance into two main categories, the perceived ease of use and the
perceived usefulness. The perceived ease of use is defined by Davis [16, p. 320]
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as the “degree to which a person believes that using a particular system would be
free of effort”, or in other words: how easy it is to use a particular system. By
contrast, perceived usefulness is defined as “the degree to which a person believes
that using a particular system would enhance his or her job performance” [16,
p. 320]. Later Venkatesh and Davis [53] presented an extended model, that they
called TAM2, that among other developments, e.g., the introduction of social
influence processes, divided the concept of perceived usefulness into four factors:
job relevance (to what extent the proposed system is able to support one’s job),
output quality (how well the system performs), result demonstrability (to what
extent performance can be attributed to the system), and the perceived ease of
use, which in TAM2 is a direct determinant for perceived usefulness as well as
for the intention to use, and ultimately—user behavior. With the extended model the
performance dimension was emphasized. In this study the aim has primarily been to
investigate the job relevance and the output quality aspects in terms of this model.
The result demonstrability aspect was not emphasized, and ease of use questions
were not considered at all.

6.2 Validity of the Study

The usefulness, or functional validity of some solution, is hard to measure because it
is highly context dependent. A viable option is to compare the solution with another
competing solution [34], which is what was intended here. A case study is by
design a “small-N” study [21] that cannot be expected to provide conclusions with
statistically significant results. On the other hand, case studies have other strengths,
such as that they can provide valuable insights that may be used as a basis for further
research.

The participants were operational personnel who ranked the observational study
task to be on average realistic (scale: completely unrealistic/somewhat realis-
tic/realistic/very realistic) compared to their normal tasks, and its relevance to
be high to very high (scale: limited/some/high/very high). In this respect, i.e.,
operational personnel solving realistic tasks in a realistic setting, the results ought
to be judged to have a high ecological validity [11].

A threat to the validity of the results, however, is the prior knowledge of the case
by the observational study participants which could have affected the results. It was
inevitable that the teams used their background knowledge of the case, even though
they actively tried to avoid doing so. Therefore an effort was made to establish the
level of participant background knowledge of the Skripal case. Some familiarity of
the case was expected, but the main intention was to make sure that the two teams
overall had a reasonably equal level of experience. Five of the eight participants
stated that they had followed the events of the case briefly, while three stated that
they had followed them closely (scale: not at all/briefly/closely/very thoroughly).
Three of the participants answered that they had followed the case in other languages
than English (e.g., in Russian and German).
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There are numerous factors that affect team performance. To reach reliable
conclusions in the observational study it was important to account for such
contextual factors, and isolate the variables of interest, i.e., to the extent possible the
variables related to the contribution of the text analysis tool only. Among several
models that seek to analyze performance shaping factors to minimize human errors
and optimize performance [3], the cognitive reliability and error analysis method
(CREAM) of Hollnagel [28] lists such factors. The CREAM model lists “common
performance conditions”, in three categories: human, technological and organi-
zational. Here we extract the identified factors of importance from the CREAM
framework. CREAM suggests that eleven factors are of importance: (1) availability
of resources, (2) training and experience, (3) quality of communication, (4) human-
machine interface and operational support, (5) access to procedures and methods,
(6) conditions of work, (7) number of goals and conflict resolution, (8) available
time (time pressure), (9) circadian rhythm, (10) crew collaboration quality, and
(11) quality and support of organization.

Equalization of the CREAM factors for the teams to the widest possible extent
was made. The teams were given the same conditions except for factors 1 (available
resources), and 4 (human-machine interface and operational support), where one
team was given PhraseBrowser, and the other one was not. Here it can be noted that
it was both unexpected and unfortunate that the team equipped with PhraseBrowser
did not chose to assign the most proficient PhraseBrowser user(s) to operate the
software. If the software would have been used more to the full extent of its
capabilities, perhaps a bigger difference between the teams would have been the
result. However, the research team decided not to interfere with the internal work
processes, i.e., the division of labor, of either team. It was not possible to make
factor 2 (training and experience) identical for the two teams, but a justification for
the team composition has been presented in this chapter. Factor 8 (available time)
was the same for both teams, but the participants stated that (on average) at least four
times as much time would be needed to solve the given task sufficiently well. Thus,
it is reasonable to assume that the limited time affected the quality of the outputs for
both teams negatively but equally. Another aspect with regard to time that may have
affected the results, is that the data collection of tweets started only some time, i.e.,
around 2 weeks, after the incident took place.

6.3 Open Source Intelligence as a Data Source for Text Mining

Since the main information source for the intelligence assessments was OSINT, a
few words on OSINT as a source is in place. One of the drawbacks that was found
some time ago and that has already been mentioned, is that the sheer amount of data
can be overwhelming for individuals or even organizations [29]. Moreover, even
if a huge amount of data is easily accessible, much data still remain out of reach
for practitioners due to various constraints, e.g., lack of access to closed forums,
pay-for services, and password-protected sites that are prohibited, and there are
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also other legal constraints such as copy restrictions that may hinder access [29].
Another drawback of publicly available information is that the quality of it can be
questionable—after all, anyone can post just about anything on the Internet without
discrimination.

A significant part of the OSINT problem is how to handle unstructured, soft
data, and Dragos [19] noted that there are multiple other uncertainties beside the
credibility of sources in such data, for example, intrinsic properties such as the
ambiguity of natural language and the presence of possible inconsistencies in the
provided information. On a smaller scale, practical obstacles such as the handling
of several obscure languages and the prevalence of “slang” language pose problems
in the information organization work phase when it comes to unifying and cleaning
the data for further processing [29].

6.4 Potential Improvements of PhraseBrowser

During and after the observational study, the participating analysts provided several
suggestions on how PhraseBrowser could be improved. Some of these thoughts are
related to and discussed here, along with a discussion on the improvements that have
been made since the observational study, as well as some plans for future work.

The analysts found the phrase types and phrases useful. However, as there are
already many phrase types to choose from, it is not always easy to understand
what all of them were created to support. The analysts would have liked to have
short explanations of the phrase types, and also some indication about how well-
developed they are. The latter could partially be answered by displaying the number
of rule lines in the phrase types.

The participants also realized the potential benefits of being able to create their
own phrase types, and asked for this functionality. Since then a first version of a
user interface for rule development has been implemented. To be expressive, the rule
language is still, however, somewhat complex, so only dedicated analysts, perhaps
with some computer science knowledge, can be expected to use it to its full potential.

PhraseBrowser is focused on providing an overview of the textual content in
tweets. The analysts would have liked to have access to more sources within the
interface, such as other social media platforms, news media, etc. Since then partial
support for RSS feeds has been implemented.

During the study the analysts found interesting tweets that led them to interesting
Twitter accounts. They would have liked to get more information about these
accounts within the prototype, and be able to search for specific accounts in the
data. This functionality will possibly be implemented in a separate, complementary
prototype.

There are many ways to filter data that are implemented in the PhraseBrowser
prototype, some of which were also mentioned by the analysts, such as URLs and
location information derived from accounts. It is also possible to look at data during
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smaller or larger time intervals and for chosen phrases, but the analysts would have
liked this functionality to be more developed.

As described in Sect. 3.4, PhraseBrowser does not necessarily analyze every
tweet when the data stream is too large compared to the computing power. Also,
using phrases as filters, as described in Sect. 3.3, reduces the set of tweets under
investigation. These facts are currently reflected to some extent in the user interface,
but the analysts would have liked them to be more prominent.

PhraseBrowser, and the set of prototype tools it is part of, allows for a great deal
of flexibility. After using the possibilities for a while, certain usage patterns might
emerge. For instance, it could under certain circumstances prove beneficial to filter
data by “Explicit Untruths” and a particular list of persons, before trying to explore
what is written. If further methods for filtering data, such as by image content or
user account meta data, are available, even more complex usage patterns may prove
useful. Such usage patterns could potentially be executed in advance, with the results
presented using a digital dashboard.

7 Conclusions

This chapter presents the results of a case study that seeks to investigate the
perceived usefulness of a text mining tool and how it affects the quality of the end
result (output) of a realistic intelligence assessment task. Conclusions from a case
study like this, however, should be interpreted in light of the limited scope of the
study, e.g., the number of participants and the study design at large, and be regarded
as preliminary. As outlined in Sect. 1, two research questions have governed the
present study:

– Is PhraseBrowser, a specific instantiation of a text analysis tool, perceived as
useful for solving typical analytical tasks?

It was found that all analysts that used or had used the PhraseBrowser tool
previously, liked the tool and subjectively perceived it as useful. The main benefit
was that it was thought to provide analysts with an opportunity to get an overview
of an issue quickly. The results indicate that its main contribution is to highlight
pointers to other sources making it possible to conduct further searches, and to a
lesser extent also to find unique information and new Twitter sources.

– Does the use of the text analysis tool improve the quality of a typical analytical
deliverable?

Based on the inputs from the study participants and the SMEs, it was not possible
to discern any major quality differences in the intelligence assessment deliverables.
The assessment of the deliverable from the team that operated the tool reported
that it contained more diverse and “more detailed” pieces of information than the
deliverable from the team that did not have the tool.
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In the future the research methodology ought to be developed further, and more
observational studies with other groups of analysts should be undertaken. A specific
observational study could be to examine the usefulness of the PhraseBrowser tool
for intelligence analysis of ongoing events. It should also be noted that the value
of PhraseBrowser was examined relative to the use of a range of other pieces of
software, e.g., the ones that the team that did not use the tool had at its disposal.
To further strengthen the results of this study, future research should strive to also
establish the function of the additional software used, in some detail.
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