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ABSTRACT

News media reflects the present state of a country or region to
its audiences. Media outlets of a region post different kinds of
news for their local and global audiences. In this paper, we focus
on Europe (precisely EU) and propose a method to identify news
that has an impact on Europe from any aspect such as financial,
business, crime, politics, etc. Predicting the location of the news is
itself a challenging task. Most of the approaches restrict themselves
towards named entities or handcrafted features. In this paper, we
try to overcome that limitation i.e., instead of focusing only on the
named entities (Europe location, politicians etc.) and some hand-
crafted rules, we also explore the context of news articles with
the help of pre-trained language model BERT. The auto-regressive
language model based European news detector shows about 9-19%
improvement in terms of F-score over baselinemodels. Interestingly,
we observe that such models automatically capture named entities,
their origin, etc; hence, no separate information is required. We
also evaluate the role of such entities in the prediction and explore
the tokens that BERT really looks at for deciding the news category.
Entities such as person, location, organization turn out to be good
rationale tokens for the prediction.
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1 INTRODUCTION

Thousands of news are posted and consumed by a large group of di-
verse people across the world. News media try to reflect the present
state of a region or a country to its audiences. However not all
news posted in a region are focused on it. To work with a particular
example, not all the news published in European media are related
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to Europe1. From the subset of Europe related news, not all are of
equal importance. Identifying the news that have impact on Europe
is crucial to obtain a clear picture of the undergoing socioeconomic
processes. For example, a better explanation and representation of
Europe to the own citizens and the outer world might be helpful to
understand and solve, or at least mitigate, migration related issues
which Europe is currently facing.

The identification of news that have an impact on EU across any
aspect such as political, economical, social is a timely and impor-
tant task. The objective of this paper is to develop an automated
EU-news detector tool for news media. The problem is different
from social media due to unavailability of any other personal in-
formation such as user details of a tweet. Side by side, whether a
news has any impact on EU is a very subjective decision and to the
best of our knowledge, no such datasets are publicly available. We
handle both the issues jointly in this paper. First, we annotate 5000
news articles into EU-NEWS and NONEU-NEWS categories (details
are given in Section 3). Second, we explore the context of news and
power of recent pre-trained language models to achieve superior
performance for this task. Standard models typically exploit pres-
ence of name entities to determine the relevance of the news to a
location, region or country. The crucial point is however, that mere
presence of locations does not always reveal the relevance of the
news. We believe, that it is necessary to unfold the context of the
news, in order to judge its focus and relevance. Recent studies [16]
also showed that pre-trained language models basically works as
knowledge bases. To demonstrate this, we have developed state-
of-the-art BERT [3] based EU news detector (EUDETECTOR) to
identify the Europe-related news by exploiting not only the name
entities, but also their context of occurrence.

Finally, we inspect input tokens to understand the decision mak-
ing process of EUDETECTOR. We primarily focus on entities like
persons, locations, organizations etc and measure their contribu-
tion towards the prediction in terms of comprehensiveness and
sufficiency [4]. We observe that such tokens work as rationales in
the decision making process of EUDETECTOR and BERT use its
pre-trained knowledge to judge the relevance of such tokens to-
wards EU in the given context. Hence, our proposed model not only
performs well but also quite interpretable in nature. In addition, we
also develop a real-time application service based on our model.

This paper is organized as follows. In Sec. 2 we give an overview
of related work. The dataset and method part is described in Sec. 3.
The experimental results are present in Sec. 4. Finally, we conclude
in Sec. 5.

1Through this paper we use Europe and European Union (EU) interchangeably, as
most of the European countries are member of the EU.
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2 RELATEDWORK

To the best of our knowledge, none of the existing works focus on
EU-specific news detection. However, lots of works tried to detect
geolocation of information available in social media. We give a brief
overview of such work in this section.

Most of the tasks tried to automatically identify geographic
locations present in a text [18]. Typically, standard NLP tools such
as Core-NLP [14], Spacy [9] are applied to identify the named
entities. The Cliff-Clavin system [1] was developed to identify the
location of geotagged web-pages. They found that simple count of
the number of occurrences of a location in the text provides a good
indication about the geolocation of that news source. In the Profile
system [12] and Modercai [7], authors developed an SVM based
classifier using named entities and semantic features extracted from
the text. They used word2vec models to make the models language
agnostic. Recent systems [6, 13] are also developed based on that
idea to process multiple languages and large amount of real-time
data.

Most of the prior works worked on the assumption that each doc-
ument contains a single location. On the other hand, someworks are
explicitly dedicated to identify all possible locations. Chung et al [2]
developed a rule based system to identify locations even though it
is not explicitly mentioned in the text. Halterman et al [8] devel-
oped a CNN-LSTM based network to perform the event-location
linking task. A context aware algorithm has been developed in
[5] with improvements of street-level geotagging as well of geo-
tagging, even if no place has been mentioned. Some of the recent
works have focused on geolocation extraction from Twitter social
media [10, 11, 17]. However, they considered user specific features
such as user names, screen name, user geolocation tag etc. Huang
and Carley [10] used a CNN on tweets to extract linguistic features,
like user name, specified location, tweet content, that may be con-
nected to a specific country or city and use those information to
classify the tweets to the corresponding location. Rahimi et al [17]
used IP addresses of the user to train GCN models.

In contrast, our work is focused on news media and don’t have
access to any user specific or private information such as IP ad-
dress. Some of the prior works tried to explore word co-occurrences
through word2vec model. None of them had a central focus on EU-
news detection. In this paper, we take a step towards that explore
the power of recent contextual language models such as BERT [3] to
predict the EU-relatedness of a news article. All of the cited related
work has in common that it can be used as a building block of a
system to identify news of European origin or news pointing geo-
graphically to Europe. However none of these methods targets the
question of relevance. side by side, deep learning based approaches
mostly focus on the task aspect but did not illustrate the role of
entities in the prediction. In this paper, we take a step towards
that and illustrate the power of BERT to identify entities using its
pre-trained knowledge dictionary. We also highlight the role of
such entities as rationale tokens through well defined explanation
metrics.

3 DATASET AND METHOD

We crawled a set of news articles from the web over a period of
one month (November 2019). All of the news are written in English

EU-NEWS:

“ Less than a year after the signing of the friendship and cooperation
agreement between Bulgaria and North Macedonia we are seeing signs
of strain in the relations between the two countries. On 9 June Deputy
Prime Minister Krasimir Karakachanov expressed concern, saying that
North Macedonia was only using Bulgaria to enter the EU and NATO. [...] On

11 June the Bulgarian side of the commission flatly rejected the Macedonian
proposal to honour [...] Gotse Delchev, a historical figure shared by the two countries,
on 7 October. [...]”

NONEU-NEWS:

“ Joe Biden criticized Sen. Elizabeth Warren’s (D-MA) brand of politics on Tuesday as
“elitist” after the progressive firebrand suggested he was running in the wrong party’s
presidential primary. [...] Biden proceeded to argue such tactics were not conducive to
getting “any-thing done” or building a party that was capable of beating President
Donald Trump in 2020. [...] ”

Table 1: Two sample news from two different categories.

language and also come from different regions, since a differentia-
tion of the news articles according to their European relation is the
goal of this paper. We are able to collect around 93K news articles.
As mentioned in Section 1, our objective is to develop a model to
detect EU news. However, to the best of our knowledge, no such
public datasets are available for this analysis. Hence, we manually
annotate this news into two classes: EU-NEWS and NONEU-NEWS.
Due to large amount of news in the original crawled set, we con-
sider first 5000 news for our manual annotation. Our annotation
process is as follows:
Annotation setup: Two human annotators independently anno-
tate 5000 news articles into EU-NEWS and NONEU-NEWS cate-
gories based on following criteria: (i). EU-NEWS: A news is consid-
ered as EU-NEWS, if the news covers important information about
EU (any of its constituent countries) and has an impact on any im-
portant topic of the country such as health, politics, education etc,
(ii). NONEU-NEWS: A news article that is not related to EU and
therefore has minimal or no impact. It may have a few European
entities but the main content will not be about EU.

There is no objective measure to define the impact of a news.
In this paper, an impact is defined as the amount of relevance
or influence of an event, that is described in an article, on EU.
We obtain κ = 0.77, that shows the inter-annotator agreement
is significantly high. Table 1 shows examples of both categories
of news. The first passage belongs to EU-news since the content
is about the relationship between Bulgaria and North Macedonia.
Both countries are part of Europe and the whole text rarely takes a
different country into consideration. The high impact is given in
a sense that the future of Europe may depend on the relationship
between the two countries. Therefore the described event in the
text is relevant for EU and marked as EU-NEWS. Similarly, the
second passage is about the election in the United States. The plot
does not take Europe into consideration. In a broader sense, EU
may not highly interested in the outcome of the election either,
hence the relevance is rather low.

We observe another interesting pattern in the annotation of
NONEU-NEWS. More than 67% such news contains atleast one
EU entity. For example, a news articles discussed issues about new
banking systems and gave reference to an Germany bank. It is more
about the banking system itself, so what that is, how the system’s
infrastructure looks like, what modules the banking system consists
of, etc. The Germany entities appear because they also use that
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Method Accuracy

EU-NEWS NONEU-NEWS

Prec. Recall F-score Prec. Recall F-score

EU-ENTITY(K = 1) 0.42 0.25 0.99 0.40 0.99 0.28 0.43
EU-ENTITY(K = 3) 0.56 0.30 0.95 0.46 0.98 0.47 0.63
EU-ENTITY(K = 6) 0.82 0.53 0.70 0.60 0.92 0.85 0.89
EU-ENTITY(K = 10) 0.85 0.66 0.45 0.54 0.88 0.94 0.91
EU-ENTITY(K = 20) 0.83 0.78 0.16 0.26 0.83 0.99 0.90

BiLSTM-DETECTOR 0.86 0.58 0.73 0.64 0.94 0.89 0.92

EUDETECTOR 0.88 0.61 0.83 0.71 0.96 0.89 0.92
Table 2: Performance of baselines and proposed method for EU-NEWS detection.

system. However, it does not have any impact on Germany. Finally,
we have 1662 and 3338 EU-NEWS and NONEU-NEWS respectively.
Model:We follow the BERT single sentence classification architec-
ture for this task. Technically, this is realized by forming an input
to BERT of the form [[CLS], < text >, [SEP]] and padding each
sequence in a mini-batch to the maximum length (typically 512
tokens) in the batch. The final hidden state corresponding to the
[CLS] token captures the high level representation of the entire
text. Finally, this 768 dimensionalCLS vector is fed to a single layer
neural network whose output represents the probability that text
is EU-related. Different layers of BERT are responsible for various
tasks such as parsing, entity extraction, etc. Recent studies estab-
lished that pre-trained language models may be used as knowledge
bases [16]. Hence, our hypothesis is BERT can learn all the EU
related entities from the raw text itself. We highlight this part in
our experiment section.

4 EXPERIMENTAL RESULTS

In this section, we report the experimental results for our EU-news
detection framework.

4.1 Experimental settings

Training Data Generation: We randomly sample positive and
negative instances from the entire set to form training, validation,
and test sets. EU-NEWS is distributed to the training, validation,
and test in the ratio 60%, 20%, and 20% respectively. Training set
contains equal amount of NONEU-NEWS as EU-NEWS. Validation
set contains negative samples twice that of positive ones. The rest
of the NONEU-NEWS are part of test set. The three sets are disjoint
to each other. As the sets are disjoint to each other, it is necessary
to sample multiple times or to create different folds to generate a
robust model. Each fold contains disjoint train, validation, and test
sets. There is < 50% overlap between the corresponding of sets of
any two folds. This is helpful in robust model creation. Finally, we
created 15 folds. The order of the instances in each fold will also be
shuffled to prevent order effects.
Baselines: We consider a baseline (EU-ENTITY) similar to Cliff-
Clavin system [1] i.e., based on the presence/absence of EU-entities.
We apply SPACY to identify all the entities of types organizations
(ORG), people (PERSON), and countries, cities (GPE). Next we use
Wikidata query service to judge the EU-relatedness of these entities.
If the text contains ≥ K EU-entities, the text is classified as EU-
NEWS. This K plays a key role in detection. We also consider
bidirectional LSTM version of our model as a baseline where initial

embeddings are initialized with pre-trained glove vectors [15] and
BiLSTM is used instead of BERT.
Evaluation Metric: We consider overall accuracy and precision,
recall, f-score of positive class (EU-NEWS) as our metrics.
Training Details:We train and validate using consistent and com-
mon experimental design. The neural model is trained for a fixed
number of iterations (20) using binary cross-entropy loss and the ac-
curacy is computed over the validation set to choose the best model.
We conduct our experiments on Nvidia 32GB V100 machine. Each
fold is treated independently i.e., a separate model is trained and
validated for each fold and that model is used to infer the labels for
corresponding test set of that fold. Finally, the metrics are averaged
over 15 different folds. In ours experiments, for fair comparisons,
we use the parameters commonly used in the earlier works, i.e.,
sequence length of 512, learning rate of 1e − 5, Adam optimizer,
and a batch size of 16.

4.2 Performance results

From Table 2, we observe several interesting trends. As expected,
if we restrict K to higher values, precision of EU-NEWS gets in-
creased but recall goes down, almost becomes close to 0 at K = 20.
The baseline model provides good performance at K = 6 and per-
formance for EU-NEWS starts dropping drastically after that. On
the other hand, our proposed EUDETECTOR obtains better preci-
sion, recall, and f-score for EU-NEWS than any value of K . Side by
side, the performance for NONEU-NEWS is also comparable to the
baselines. This ensures the effectiveness of the context in EU news
prediction. BiLSTM model based on the glove word embedding got
F-score around 0.64. BERT’s pre-trained memory helps to detect the
EU-NEWS with a f-score of 0.71. Side by side, BERT based model
achieves better performance with less number of iterations (20)
than BiLSTM model (200). Prior studies showed that different lay-
ers of BERT are involved in different text learning task [19]. In this
study, attention weight distribution reveals that BERT itself focuses
on specific entities and their associations with the surrounding
text. This observation fits in line with the previous findings i.e.,
pre-trained language models such as BERT can work as knowl-
edgebases [16]. To understand the importance of EU entities in
contextual models, we evaluate performance of EUDETECTOR
over various representations of original test set.

4.3 Explainability of EUDETECTOR

In the last section, we observe that BERT based EUDETECTOR
performs quite well in EU-related news detection. This knowledge
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DATA-TYPE Example

Original-text Angela Merkel is Germany chancellor. She met
US president Donald Trump in last year G7
summit.

TEST-COMP * * is * chancellor. She met * president * * in last
year G7 summit.

TEST-SUF Angela Merkel * Germany * * * US * Donald
Trump * * * * *

Table 3: Format of test data for three different setups (origi-

nal, comprehensiveness, sufficiency) in EU-NEWSdetection.

primarily comes from large corpus over which BERT is pre-trained
and EUDETECTOR is able to leverage this knowledge efficiently
in accomplishing this task. In order to validate this hypothesis, we
try to understand the importance of such tokens in the context of
EU news detection. Following the idea of DeYoung et al [4], we
measure comprehensiveness and sufficiency of EUDETECTOR.
To measure these metrics, we modify the input as follows:

(1) We apply Spacy to identify different entities present in a
news such as ‘PERSON’, ‘LOCATION’, etc.

(2) We focus on following named entities ‘PERSON’, ‘NORP’,
‘LOCATION’, ‘FAC’, ‘ORG’, ‘GPE’ and update them to prepare
two different variations of the test data as described below:
• TEST-COMP: All the above mentioned entities are re-
placed by a wildcard marker. Here, we have used ’*’. This
is required to measure comprehensiveness that checks the
drop in performance in the absence of explanations (deci-
sive tokens in our case).

• TEST-SUF: In this setup, we replace all but the above
mentioned entities with the wildcard marker (*). This is
required to measure sufficiency that checks the drop in
performance in the absence of all other tokens except
explanations (decisive tokens in our case). Table 3 shows
examples of such variations.

Note that, only the test data gets changed but training data is
same. Hence, model is trained only on original text but used for
inference on three different types of test sets (original, TEST-COMP,
TEST-SUF). We measure comprehensiveness and sufficiency as
follows:

1. Comprehensiveness: It is measured as the difference in per-
formance metric between original text and TEST-COMP. For ex-
ample, comprehensiveness of f-score is F − score(Original-text) -
F − score(TEST-COMP). Ideally, the drop in performance should be
huge if EUDETECTOR relies on those entities for prediction.
2. Sufficiency: It is measured as the difference in performance met-
ric between original text and TEST-SUF. For example, sufficiency
of f-score is F − score(Original-text) - F − score(TEST-SUF). The
performance gap should be small if model relies mostly on the
entities.

The results are reported in Table 4. Accuracy and F-score of
NONEU-NEWS remain unaffected due to changes in the test set.
Comprehensiveness of EU-NEWS is 0.214 and it indicates that EU-
DETECTOR primarily focuses on the EU-related entities present in
the text. On the other hand, sufficiency value is 0.114. This high-
lights that EU-entities are primary factor but surrounding context

Metric Accuracy F-score(EU) F-score

(NONEU)

Comprehensiveness0.009 0.214 0
Sufficiency 0.007 0.116 0

Table 4: Comprehensiveness and Sufficiency of EU and

NONEU news.

and interaction among those words also play a role in EU-NEWS
detection. However, the suppression of EU-tokens leads to major
drop in performance. In both the cases, precision of EU-NEWS
increases a bit but recall drops to a great extent.
Effect of Normalization: In this part, we try to validate our hy-
pothesis that BERT implicitly identifies related entities and explores
their EU connection. First we identify such entities using Spacy
and apply Wikidata query service to judge the EU-connections of
these entities. Finally, all the EU and non-EU related entities in the
text are replaced by the tag ‘EU’ and ‘Non-EU’ respectively. For
example, the original text in Table 3 is modified as ‘EU EU is EU
chancellor. She met Non-EU president Non-EU Non-EU in last year
G7 summit.’. We observe almost similar performance like original
text. For example, F-score of EU-NEWS and NONEU-NEWS are
0.701 and 0.927 respectively. The drop is insignificant. It further
validates that BERT uses its large pre-trained knowledge base [20]
to identify EU-NEWS.

4.4 Web-service

Finally, we deploy a real-time web-service to detect the EU-news
on fly. Along with the prediction, it also highlights all the locations
mentioned in the text in the world map. The system is available
and running at http://eudetector.l3s.uni-hannover.de. Detection of
EU news has applications in many domains. It will be helpful in
deciding news editorial policies, handling migration issues in EU,
mitigating media bias about EU, etc.

5 CONCLUSION

Detection of EU news has applications in many domains. It will
be helpful in deciding news editorial policies, handling migration
issues in EU, mitigating media bias about EU, etc. In this paper,
we focus on developing a news detection system to capture the
EU-related news. We use BERT to not only to identify specific en-
tities but also to capture their relationship and interaction with
surrounding words and phrases. Side be side, we create an anno-
tated corpus of 5000 EU news articles. The results demonstrate the
implications of this simple yet powerful approach to detect any
geo-specific news. Side by side, we have shown that entities like
persons, locations, organizations work as rationale tokens for the
prediction. However, surrounding context information that may
work as rationales is also important [4]. In future, we have a plan
to annotate and incorporate such rationale texts into model design
to make the model more explainable. We also have a plan to extend
this binary model to categorized one so that news can be classified
in different levels based on their impact.
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